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1. Introduction 

Digitization is profoundly transforming the economic and organizational landscape, 

redefining corporate management and governance practices. The growing integration of 

digital technologies, particularly AI, into corporate decision-making and operational 

processes raises crucial questions about the evolution of power structures, control 

mechanisms and responsibilities within organizations. As Albalawee and Al Fahoum (2024) 
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point out, “AI is widely regarded as a revolutionary tool for reducing accounting errors and 

increasing corporate transparency” (p. 7), highlighting the transformative potential of these 

technologies. 

Corporate governance, defined as the set of mechanisms by which companies are directed and 

controlled, plays a crucial role in ensuring the performance, accountability and sustainability 

of organizations. In a context of rapid digital transformation, traditional governance practices 

are being called into question, opening the way to new approaches and opportunities, but also 

to unprecedented challenges. As Zhao (2022) argues, “AI can transform board decision-

making by providing analytics based on large amounts of data, improving the quality and 

perceived legitimacy of decisions” (p. 663). 

This literature review focuses on several key aspects of the impact of digitalization on 

corporate governance: 

1. The transformation of governance processes, including improved efficiency and decision-

making through AI and related technologies. Hilb (2020) proposes an analytical framework 

based on five AI scenarios that he believes “could transform boardroom decision-making”. 

2. The evolution of governance structures, including the redefinition of roles and 

responsibilities within boards and the emergence of new forms of governance. Mertens (2023) 

points out that “the emergence of AI in the corporate domain raises many questions of 

corporate law, which is adapted to human decision-makers”. 

3. Challenges and risks associated with AI, such as ethical issues, algorithmic biases and data 

security and privacy issues. Camilleri (2024) states that “AI governance aims to minimize 

risks, including privacy violations, misuse of personal information, bias and discrimination”. 

4. Implications for regulation and legislation, examining the need to adapt existing legal 

frameworks and develop proactive AI governance. Hickman and Petrin (2021) note that 

“more specificity is needed regarding how ethical principles will align with corporate law 

rules and governance principles”. 

By exploring these themes, this review aims to provide an in-depth understanding of the 

opportunities and challenges that AI presents for corporate governance. It draws on a critical 

analysis of a wide range of recent studies, covering diverse geographical and sectoral 

perspectives, to offer an overview of current trends and future directions for research in this 

area. 

The aim of this review is not only to synthesize the current state of knowledge on the impact 

of AI on corporate governance, but also to identify gaps in the existing literature and suggest 

avenues for future research. As Fahlevi et al (2023) point out, “although this research 

provides insights into the potential of blockchain, AI and Big Data in transforming corporate 

governance, several avenues remain to be explored for future research”. By examining how 

companies are navigating this new digital landscape, this review aims to contribute to a better 

understanding of the long-term implications Of AI for governance practices and, more 

broadly, for the future of corporate management. 

2. Methodology  

2.1 Data Collection 
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For this literature review, we used Google Scholar, Web of Sciences and Scopus.  as search 

engines to identify relevant articles. The publication period of the articles was limited to 

between 2020 and 2024, in order to capture the most recent developments in the field of AI 

and its impact on corporate governance. 

This approach enabled us to target the most current research on the subject, reflecting the 

latest advances and thinking in this rapidly evolving field. Using Google Scholar as our sole 

search source facilitated access to a wide range of academic publications, while ensuring a 

degree of consistency in our article selection process. 

It is important to note that this methodology, while enabling broad coverage of the subject, 

may have its limitations, particularly in terms of exhaustive coverage of all specialist 

academic databases. However, it does offer a significant insight into recent trends and 

developments in the field of AI and corporate governance. 

2.2 Selection Process 

The article selection process followed several stages: 

1. Initial identification of potentially relevant articles based on titles and abstracts. 

2. Elimination of duplicates. 

3. In-depth full-text review of pre-selected articles. 

4. Application of strict inclusion and exclusion criteria to ensure the relevance and 

quality of the articles selected. 

Following this rigorous selection process, 28 articles were retained for final analysis. These 

articles represent a diverse and representative sample of current research on the impact of AI 

on corporate governance. 

This transparent methodology aims to provide a solid basis for our analysis and conclusions, 

ensuring a comprehensive and balanced coverage of the relevant literature on the subject. 

3. Results and discussion  

3.1 Transformation of governance processes 

3.1.1 Enhanced efficiency and decision-making  

Digital transformation, marked by the growing integration of AI, is redefining governance 

processes within companies, bringing considerable benefits in terms of efficiency and 

decision-making rigor. AI is positioning itself as a strategic tool that impacts several key 

dimensions of business management, optimizing the use of data, automating critical 

processes, and promoting more informed, faster decision-making. 

One of the first benefits of AI concerns financial transparency and the reduction of accounting 

errors. Albalawee and Al Fahoum (2024) show that AI makes accounting processes safer by 

limiting human bias and errors, while increasing the reliability of financial data. Automating 

repetitive accounting tasks not only helps reduce costs, but also ensures that companies meet 

the transparency standards demanded by stakeholders. In this way, AI plays an active part in 

creating more rigorous governance, where the accuracy of financial information becomes a 

central pillar. 

AI also plays a key role in supporting strategic decision-making. According to Zhao (2022), 

AI enables boards to process and analyze massive volumes of complex data, offering valuable 
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insights and detailed analyses that support strategic decisions. The use of AI is not limited to 

providing options, but can also improve the diligence and transparency of decision-making 

processes by reporting on the alternatives explored by executives. This ability to systematize 

and streamline decision-making illustrates AI's potential to radically transform corporate 

governance. 

Another important aspect of this transformation is the optimization of auditing processes. 

Solaimani et al (2020) reveal that AI significantly improves the efficiency of financial and 

operational audits. By automating certain tasks, such as data collection and analysis, AI 

increases auditor productivity while reducing the risk of human error. This enhances audit 

quality, ensuring that companies maintain high standards of compliance and transparency, 

essential for stakeholder and investor confidence. 

In addition, the integration of AI into information management facilitates real-time decision-

making, particularly in dynamic and uncertain environments. Turluev and Hadjieva (2021) 

show that AI can process not only raw data, but also metadata and contextual information. 

This multi-dimensional approach gives managers a more complete view of strategic issues, 

enabling them to make more informed decisions tailored to the company's specific needs. 

Information management thus becomes a vector for strategic value creation. 

In a context of growing uncertainty, AI plays a key role in improving organizational 

responsiveness. Volosova and Matiukhina (2020) point out that AI's cognitive capabilities 

increase corporate resilience by enabling them to better anticipate and react to unforeseen 

scenarios. By integrating intuitive and psychological components into data analysis, AI helps 

decision-makers to manage uncertainties with greater finesse, enhancing companies' 

flexibility in the face of crises and rapid changes in the economic environment. 

Another area where AI has a significant impact is in reducing information asymmetry 

between stakeholders. Cui et al (2022) show that AI facilitates equitable access to reliable and 

up-to-date information, enabling different stakeholders to make more informed decisions. 

This reduction in information asymmetry diminishes power imbalances within corporate 

governance, promoting more inclusive and balanced decision-making. AI thus becomes a 

powerful lever for more democratic and participative governance. 

Basically, integrating AI into governance processes profoundly transforms the way companies 

make decisions and ensure their compliance and transparency. It improves efficiency, audit 

quality and information management, and reduces information asymmetries, while enhancing 

responsiveness in the face of uncertainty. However, as Hickman and Petrin (2021) remind us, 

these technological advances need to be framed by appropriate ethical rules and regulations. 

To ensure that the adoption of AI is in the interests of all stakeholders, it is crucial to develop 

legislative and ethical frameworks that protect against the abuses and risks associated with 

excessive automation. 

The future of corporate governance in the AI era lies in organizations' ability to balance 

technology and human responsibility, ensuring effective, transparent and ethical management. 

3.1.2 Cost reduction and process optimization  

Integrating AI into business processes not only improves decision-making, it also plays a 

fundamental role in reducing costs and optimizing operations. Thanks to its automation and 
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advanced analytics capabilities, AI enables organizations to streamline their processes, 

increase efficiency and, consequently, reduce operational expenses. 

According to the work of Solaimani et al. (2020), the adoption of AI enables a significant 

improvement in business productivity. By automating repetitive and time-consuming tasks, 

AI enables employees to focus on higher value-added activities, while ensuring faster and 

more accurate execution of automated tasks. This increase in productivity translates directly 

into lower costs, as optimized processes require fewer resources, both human and material.  

Process optimization is not limited to internal operations alone, but also affects critical 

functions such as auditing. Solaimani et al (2020) point out that integrating AI into auditing 

processes leads to significant improvements in effectiveness and efficiency. AI makes it 

possible to analyze large quantities of accounting and financial data more quickly, while 

reducing human error. This automation of audits not only ensures greater reliability of results, 

but also reduces the costs associated with manual auditing processes, which are often lengthy 

and costly.  

In addition, AI offers opportunities for continuous process improvement, by identifying 

bottlenecks or inefficiencies that would go unnoticed in traditional management. This enables 

companies to readjust their operations in real time, boosting their agility while keeping costs 

down. 

AI is thus proving to be a strategic lever not only for decision-making, but also for cost 

reduction and overall optimization of operational processes. By enabling tasks to be carried 

out faster and more accurately, and optimizing critical functions such as auditing, AI offers 

companies opportunities to cut costs while boosting their competitiveness. 

3.2 Changes in governance structures 

3.2.1 Redefining roles and responsibilities 

The integration of AI into corporate governance represents a veritable revolution, redefining 

traditional roles and responsibilities. Such a transformation, while promising to increase 

efficiency and productivity, also introduces major legal and ethical challenges. With AI 

playing an increasingly important role in decision-making processes, governance structures 

are being profoundly altered. This calls for a revision of legal frameworks and a thorough 

examination of issues relating to responsibility in decisions made by automated systems. 

According to Mertens (2023), the evolution of AI can be classified into several levels of 

autonomy, each with a direct impact on the transfer of decision-making rights from humans to 

machines. He distinguishes three types of intelligence: assisted, augmented and autonomous. 

Each of these levels represents a stage in the delegation of decisions to AI, and it becomes 

essential to redefine the role of managers in this context. Mertens explains that “the level of 

autonomy of the AI system serves as a reference for the allocation of decision-making rights”, 

highlighting the need for legal frameworks to be adapted to meet this new reality. Companies 

must therefore adapt to these changes to ensure that the delegation of power to autonomous 

systems is carried out safely and ethically. 

The growing autonomy of AI also raises important legal issues. Current frameworks, designed 

to govern the actions of human decision-makers, are no longer sufficient to frame decision-

making by intelligent machines. Mertens (2023) points out that “the emergence of AI in the 
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corporate domain raises complex questions of corporate law”. The challenge is how to assign 

liability in situations where decisions are made by automated systems. This gap in current 

regulatory frameworks accentuates the urgency of rethinking corporate laws to incorporate 

appropriate regulatory mechanisms for AI, ensuring ethical and responsible governance. 

In parallel, Kaya explores how AI could influence boards of directors. He imagines several 

scenarios, ranging from support for human decisions to a future where “AI systems could 

make decisions in conjunction with humans, or even replace board members entirely”. Such a 

development would have far-reaching implications for the structure of governing bodies and 

the distribution of responsibilities. If AI proves its ability to manage complex decisions with 

speed and precision, it could overturn the traditional organization of boards and require new 

approaches to governance. 

However, integrating AI into these processes is not without risks. Kaya warns of the dangers 

of algorithmic bias, which can produce discriminatory decisions. He warns that “biased 

decisions are one of the major threats to AI in corporate governance”. This risk underlines the 

importance of a rigorous ethical framework to frame the use of AI in decision-making 

processes. In the absence of appropriate measures, AI systems run the risk of reproducing and 

amplifying the human biases present in the data that feeds them. It is therefore crucial to 

ensure the transparency of algorithms and to put in place control mechanisms to avoid such 

abuses. 

The impact of AI on jobs and skills is another important aspect of this redefinition of roles. 

Petrin (2024) points out that AI has already begun to take over a significant proportion of 

managerial tasks, estimating that it could handle more than 50% of executives' tasks and 

around 20% of those of boards of directors. This gradual replacement of humans by 

intelligent systems calls into question the relevance of traditional governance structures, and 

prompts companies to reassess the skills required of their executives. In the future, skills in 

data management, understanding AI systems and managing ethical issues will be essential for 

business leaders. 

Finally, the integration of AI into governance is profoundly redefining roles and 

responsibilities within companies. This transformation presents considerable opportunities in 

terms of efficiency and productivity, but it also raises significant ethical and legal challenges. 

Companies need to rethink their decision-making structures and put in place regulatory 

frameworks adapted to this new reality. The challenge is to reconcile the benefits of AI with 

responsible, transparent and fair governance, while ensuring that humans retain a central role 

in decision-making. 

3.2.2 Emergence of new forms of governance 

The integration of AI and advanced technologies, such as distributed ledger technologies 

(DLT), heralds a profound transformation of corporate governance structures. While these 

technological innovations aim to improve the efficiency of decision-making and operational 

processes, they also generate complex repercussions on power structures, creating new 

dynamics that redefine roles within organizations while posing legal and ethical challenges. 

The impact of AI and DLT on existing corporate power structures has been the subject of 

extensive scientific scrutiny. Chiu and Lim (2021) postulate that these technologies do not 

radically disrupt governance hierarchies, but are primarily used to increase the efficiency of 
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traditional processes. Their research suggests that “existing power structures, such as 

shareholders and directors, tend to integrate these technologies so as to preserve their 

positions” (Chiu & Lim, p. 39). This conclusion implies that emerging technologies are often 

assimilated by dominant corporate players, thus maintaining existing power balances. 

Contrary to the idea that AI and DLT will cause radical upheavals in governance structures, 

Chiu and Lim further assert that “technological revolutions will reinforce existing powerful 

structures rather than render them obsolete” (p. 40). This analysis suggests that these 

technological innovations could, in fact, consolidate the power of dominant players, such as 

majority shareholders and executive directors, by reinforcing their control over decision-

making processes. So, far from overturning the established order, these technologies seem to 

be more in line with a logic of continuity, offering additional tools to maintain and reinforce 

positions of power. 

A more disruptive innovation is emerging with the emergence of autonomous algorithmic 

entities (AEs), as discussed by Petrin (2024). These entities, which operate without direct 

human intervention, present both legal and ethical challenges. Petrin argues that “the creation 

of AEs is already feasible today” (p. 96), raising questions about responsibility in autonomous 

decision-making. The existence of such entities raises crucial questions about their legal 

status, regulation and governance, as traditional corporate structures are ill-equipped to 

manage independent entities operating without human supervision. 

At the same time, Petrin introduces the concept of corporate “boundary perforation”, where 

the use of external AI services leads to a sharing of authority between the company and 

technology providers. This phenomenon complicates the definition of organizational 

boundaries, creating increasing interdependence between companies and external technology 

players. This sharing of authority blurs traditional lines of responsibility and poses new 

governance challenges, requiring governance models to be reconfigured to take account of 

this fragmentation of decision-making powers. 

At the same time, AI and DLT are facilitating greater shareholder involvement in decision-

making processes. Picciau (2021) points out that AI, notably through the use of smart 

contracts and blockchain, reduces the costs associated with collective decision-making and 

facilitates access to information, enabling more active shareholder participation. This change 

partly redistributes corporate authority, paving the way for more participative governance 

mechanisms, where shareholders, thanks to technology, can play a more direct role in 

strategic decision-making. 

However, despite these technological transformations, Picciau insists that human skills will 

remain indispensable in corporate governance. He asserts that “competence and skills will 

continue to significantly characterize the role of corporate directors and managers, even in the 

new technological era” (Picciau, 2021). Indeed, supervision, strategic management and the 

ability to interpret complex data in a context of uncertainty remain functions that cannot be 

fully automated. So, while AI and emerging technologies are transforming certain operational 

and decision-making dimensions, they are no substitute for human expertise in strategic 

leadership roles. 

In conclusion, the emergence of new forms of governance under the influence of AI and 

related technologies reveals a complex process, blending both incremental changes and 
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potentially disruptive dynamics. While these technologies can improve efficiency, 

transparency and participation in governance processes, they also pose significant challenges 

in terms of regulation, ethics and accountability. The challenge for companies and regulators 

will be to carefully navigate this changing landscape, ensuring that the benefits offered by 

these innovations are maximized while potential risks are mitigated, in order to guarantee 

responsible and equitable governance in this new technological era. 

3.3 AI challenges and risks 

The integration of AI into corporate governance poses complex ethical challenges that require 

a rigorous approach to ensure responsible and fair use of these technologies. As Camilleri 

(2024) points out, responsible AI governance is essential to minimize risks such as privacy 

violation, misuse of personal information, as well as bias and discrimination. In this context, 

he stresses the importance of establishing a robust and transparent framework, not only to 

protect stakeholders, but also to strengthen public trust in these emerging technologies. It is 

paramount, as he states, that AI practitioners are “reliable, diligent and responsible in the 

management of their intellectual capital and other resources” (Camilleri, 2024). This 

underlines the need for a rigorous ethical approach, not only in the development, but also in 

the use of these technologies for commercial purposes. 

However, the practical implementation of ethical principles in AI governance faces 

considerable challenges. Hickman and Petrin (2021), in their analysis of the European Union's 

ethical guidelines on AI, note that these guidelines are based on pillars such as respect for 

human autonomy, harm avoidance, fairness and explicability. However, they point out that 

the general nature of these principles leaves many questions unanswered, particularly with 

regard to their practical application in the context of corporate boards. As they point out, “it is 

clear that their general nature leaves many questions and concerns unanswered” (Hickman & 

Petrin, 2021). This demonstrates how difficult it is to operationalize these principles in 

specific contexts, thus requiring careful thought and contextual adaptation. 

Liability in AI-based autonomous decision-making is another major area of concern. Mertens 

(2023) draws attention to the fact that the introduction of AI into corporate decision-making 

processes raises important questions for corporate law, due to the fact that current legal 

frameworks are primarily designed for human decision-makers. He states that “the emergence 

of AI in the corporate realm raises many questions of corporate law, which is tailored to 

human decision-makers” (Mertens, 2023). This underlines the urgent need for a revision of 

laws and regulatory frameworks to take account of the growing role of AI in decision-making 

processes, particularly within boards of directors, where the responsibilities of machines need 

to be clearly defined. 

Finally, proactive AI regulation must also include increased stakeholder participation. Cihon 

et al. (2021) stress the importance of close collaboration between internal and external 

stakeholders to positively influence AI governance. They note that “progress often depends 

on coordination and collaboration between different types of actors” (Cihon et al., 2021). This 

collaborative approach is essential to ensure that ethical issues are addressed not just from a 

corporate perspective, but also from the point of view of society as a whole. At the same time, 

Dignam (2020) argues that AI must be seen as a social construct, shaped by human decisions 



International Journal of Strategic Management and Economic Studies (IJSMES) – ISSN: 2791-299X 

   

http://www.ijsmes.com 60 

 

in the technology sector, and that proactive regulation is needed to safeguard the public 

interest against private interests. 

3.3.1 Algorithmic biases and discrimination 

Algorithmic biases pose a major challenge to the integration of AI into corporate governance, 

with potentially serious repercussions for fairness and non-discrimination. Kaya warns that 

biased decisions made by algorithms represent “one of the most vital threats for AI in 

corporate governance” (Kaya, 2021). These biases can not only undermine the legitimacy of 

the decisions made, but also generate discriminatory consequences on a large scale, 

compromising the effectiveness of corporate governance. Furthermore, Eroğlu and Karatepe 

Kaya (2022) highlight the fact that AI, when trained on biased datasets, is likely to “reproduce 

existing biases” and, in so doing, perpetuate systemic inequalities in decision-making 

processes. This dynamic is of particular concern in governance environments where equity 

and justice should be guiding principles. 

The integration of AI into boards of directors also raises specific concerns about diversity and 

inclusion. Eroğlu and Karatepe Kaya (2022) insist that the use of AI must not compromise 

efforts to promote diversity, particularly gender diversity, which is “essential to ensure 

equitable representation”. This demonstrates that, despite the potential benefits of AI to 

improve decision-making efficiency, these technologies must be implemented with careful 

attention to the human dynamics they influence. Dignam adds that algorithmic biases do not 

necessarily stem from the technology itself, but rather from human errors and biases in the 

design and implementation of these systems, asserting that “technology is not the root of 

problematic outcomes... but rather flawed human design and implementation” (Dignam, 

2020). This observation underlines the need for ongoing vigilance and rigorous monitoring to 

ensure that AI systems do not replicate underlying human errors. 

3.3.2 Data security and confidentiality 

Corporate governance AI, while bringing undeniable benefits in terms of efficiency and 

transparency, poses considerable challenges in terms of data security and confidentiality. 

Indeed, cybersecurity threats represent a major hurdle for companies adopting digital 

technologies. Ziniuk et al (2022) point out that the risk of cybercrime and digital blackmail 

has “become a serious threat” for businesses, making it necessary to develop a clear legal 

framework to frame digital governance. The absence of such regulations exposes companies 

to increased vulnerabilities, and the complexity of modern digital environments makes it even 

more difficult to protect against sophisticated attacks. 

In addition to security, data confidentiality issues also represent a critical challenge. 

According to GARAWIT and EL GNAOUI (2023), around 65% of respondents to their 

survey consider data confidentiality concerns to be a major obstacle to the adoption of digital 

technologies in corporate governance. Faced with growing volumes of sensitive data, 

companies not only need to ensure that this data is protected from leakage, but also that its 

handling complies with legal and ethical requirements. Managing confidentiality in a context 

of increased AI therefore requires rigorous control mechanisms to prevent abuse and avoid 

negative consequences, both in terms of reputation and regulatory compliance. 
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Faced with these risks, several experts are calling for appropriate regulatory frameworks to 

accompany the digital transformation of companies. Naili and Purwono (2024) highlight the 

need to develop specific regulations and create regulatory bodies capable of overseeing the 

use of AI in corporate governance. They believe that these regulations must not only 

guarantee effective data protection, but also frame the ethical and responsible use of digital 

technologies. This approach is crucial if the quest for innovation is not to lead to excesses in 

terms of personal data protection and system security. 

Finally, the balance between technological innovation and data protection must be carefully 

maintained. Fahlevi et al (2023) point out that emerging technologies such as blockchain, 

while offering significant advantages in terms of transparency and security, also pose privacy 

challenges. They stress that it is essential to strike a balance between exploiting technological 

innovations and preserving privacy rights. Locke and Bird add that effective management of 

data security and confidentiality is a key factor in maintaining stakeholder confidence in an 

increasingly complex digital environment. As a result, they advocate the establishment of an 

organizational culture focused on compliance and ethics, ensuring the protection of sensitive 

data and the sustainability of governance practices. 

Overall, the challenges posed by data security and confidentiality call for a multidimensional 

response, combining technical, ethical and regulatory measures. Today, companies must not 

only adopt advanced technological solutions, but also develop robust governance frameworks 

capable of proactively managing these risks. 

3.4 Implications for regulations and legislation 

The increasing integration of AI into corporate governance requires a profound adaptation of 

the existing legal framework. As AI takes center stage in board decision-making, corporate 

laws, historically designed for human decision-makers, must be reformed to reflect this new 

reality. Mertens (2023) highlights this need, asserting that “the emergence of AI in the 

corporate domain raises many questions of corporate law, which is tailored to human 

decision-makers” (Mertens, 2023). This indicates that the current legal framework, while still 

fundamental to traditional governance, is becoming obsolete in the face of the growing 

autonomy of AI systems, which now intervene in critical decisions. 

The question of legal liability is another major issue linked to this transformation. Petrin 

(2024) points out that AI is already capable of handling a significant proportion of the tasks 

traditionally carried out by managers and board members, up to 50% for the former and 20% 

for the latter (Petrin, 2024). This development calls for a clarification of responsibilities: who 

is held liable in the event of error or harm caused by an automated or algorithmic decision? 

The current legal framework does not yet answer these complex questions, which means that 

governance rules will have to be thoroughly revised to incorporate this dimension. 

In addition, the increasing autonomy of AI systems raises broader questions about their legal 

framework. Hickman and Petrin (2021) note that the European Union's ethical guidelines, 

while useful, still leave many questions unresolved regarding the governance of AI in 

companies. They point out that “the general nature” of these guidelines “leaves many 

questions and concerns unanswered” (Hickman & Petrin, 2021). This observation highlights 

the need for more specific regulation, capable of addressing the complex realities of AI use in 

the context of corporate governance. 
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The emergence of autonomous algorithmic entities (AEs) is another area requiring particular 

legal attention. Petrin (2024) points out that the creation of such entities, which operate 

without human intervention, is already a technological reality. He asserts that “the creation of 

AEs is already feasible today” (Petrin, 2024), which raises fundamental questions about the 

liability and regulation of these new forms of organization. These entities, autonomous in 

their operations and decision-making, challenge traditional governance structures and require 

new legal frameworks to ensure their legal and ethical compliance. 

Finally, the proactive regulation of AI, advocated by Dignam, appears as a solution to 

anticipate these challenges. It calls for ethical and social considerations to be integrated right 

from the AI design phase, in order to regulate it “in the public, not the private interest” 

(Dignam). This proactive approach, combined with appropriate legislative reform, could 

provide a robust framework for framing the use of AI in corporate governance, while 

protecting the rights and interests of stakeholders. 

3.5 Towards proactive AI governance 

Integrating AI into corporate governance calls for proactive governance, based on rigorous 

standards and close coordination between key players. Camilleri (2024) highlights the 

importance of concerted action between governments and organizations to establish 

governance frameworks adapted to the challenges posed by AI. He stresses that governments 

must “plan, organize, design and implement regulatory instruments that ensure that 

individuals and entities are safe when using AI systems” (Camilleri, 2024). Such a 

coordinated approach would reduce risks while boosting confidence in the use of AI within 

companies. 

The integration of ethical and social dimensions into AI governance is also crucial. Cihon et 

al (2021) emphasize the need for stakeholder engagement, noting that “often, progress 

depends on coordination and collaboration between different types of actors”. This 

collaborative approach is essential for tackling AI-related ethical issues such as transparency, 

fairness and preventing discrimination. Naili and Purwono (2024) go further, calling for the 

development of specific regulatory frameworks and the creation of regulatory bodies to 

oversee the use of AI in corporate governance. They argue that while AI can transform 

governance, it also raises “risks such as privacy violations and legal challenges” (Naili & 

Purwono, 2024, p. 109), underscoring the importance of a clear and appropriate regulatory 

framework. 

Striking a balance between innovation and data protection represents another key issue in 

proactive AI governance. Fahlevi et al (2023) note that, despite the benefits offered by 

technologies such as blockchain in terms of transparency and security, these innovations also 

pose privacy challenges. They stress the need to maintain the right balance between the desire 

to innovate and the responsibility to protect sensitive data. This balance is crucial to ensure 

that companies can take advantage of technological advances while protecting the rights of 

stakeholders. 

Alongside these technical and regulatory challenges, adapting organizational skills and 

cultures is essential for successful AI integration. GARAWIT and EL GNAOUI (2023) stress 

that AI is not intended to replace professionals, but rather to “streamline the audit and internal 
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control process”. This highlights the need to train professionals in new technologies and adapt 

organizational culture to effectively integrate AI into governance practices.  

Proactive AI governance requires a holistic approach, combining legislative adaptations, 

specific regulations and a transformation of organizational skills and practices. This integrated 

approach will enable companies to maximize the benefits of AI while minimizing its risks, 

ensuring ethical and responsible use of emerging technologies. 

4. Conclusion 

The digitalization of corporate governance, particularly via the integration of AI, represents a 

profound transformation that is redefining traditional practices. This literature review 

highlights the impact of AI on board effectiveness and decision-making, offering an enhanced 

ability to analyze massive volumes of data for more informed decisions. However, despite 

these undeniable benefits, governance structures need to adapt to meet new realities, 

particularly in terms of the division of responsibilities and roles between human and machine. 

The move towards more autonomous decision-making systems, while improving efficiency, 

raises complex questions about legal liability and control. 

At the same time, this digital transformation brings with it major ethical challenges. One of 

the most pressing risks is the perpetuation of algorithmic biases, which could alter the 

neutrality of decision-making within companies. Data confidentiality, cybersecurity and the 

protection of sensitive information are also becoming critical issues in an increasingly 

connected environment. These challenges underline the need for appropriate regulatory 

frameworks, capable of ensuring that the benefits of AI are maximized while minimizing 

potential risks. Legislative reforms are imperative to frame the autonomy of AI systems and 

ensure ethical and secure governance. 

The implications of this technological revolution also touch on diversity and inclusion on 

boards of directors. Studies reveal that AI, if poorly designed, risks reproducing or amplifying 

existing social and organizational biases. In this context, it is crucial to maintain a balance 

between human skills and technological tools, ensuring that AI serves to reinforce, not 

replace, diversity and human representation. In addition, managers need to develop specific 

skills to navigate this new era, where AI technologies are constantly evolving. 

Internationally, perspectives vary according to cultural and economic contexts. Comparative 

studies show that the adoption of AI in corporate governance is shaped by local realities, with 

notable differences between developed and developing economies. Future research should 

further explore these regional and sectoral differences to develop governance models that 

meet the specific needs of companies on a global scale, while ensuring that standards of 

regulation and accountability are universal. 

In conclusion, this review highlights the importance of a balanced approach that integrates 

technological innovation, an appropriate regulatory framework and sound ethical principles. 

Future research should focus on longitudinal studies to assess the long-term impact of AI on 

corporate governance performance, while ensuring that executives and boards are prepared to 

face the challenges of this digital age. This transition to digitized governance will require a 

combination of informed human judgment and advanced technological tools, to ensure 

corporate stability, efficiency and accountability in an ever-changing world. 
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❖ Gaps identified: 

The literature review reveals several important gaps that require further research. Firstly, a 

significant lack of longitudinal empirical studies limits the ability to assess the long-term 

impact of digitalization and AI on corporate governance. Moreover, most research is focused 

on developed economies, neglecting the specific contexts of developing countries and varied 

sectors. Furthermore, although ethical implications are mentioned, they are not explored in 

depth, especially in different cultural and legal frameworks. Finally, critical aspects such as 

cybersecurity, the impact on small and medium-sized enterprises, and the specific skills 

required for effective governance in the digital age are insufficiently addressed. 

❖ Recommendations: 

To fill these gaps, we recommend empirical longitudinal studies that track the impact of AI 

over several years and cover various geographical and sectoral contexts. Comparative 

research on best practices in AI integration in different regions and industries would be 

beneficial. In addition, it is necessary to develop a detailed ethical framework, adapted to 

cultural and regulatory diversity, while deepening analysis of the legal implications of AI in 

corporate governance. Finally, specific studies should be carried out on cybersecurity in 

governance, the impact on SMEs, and the skills required to navigate this era of digital 

transformation. 
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